
174

Kasvatustieteen päivien 2004 verkkojulkaisu

APPLYING NATURAL LANGUAGE PROCESSING TO TEXT ANALYSIS IN 
EDUCATIONAL CONTEXT

Tuomo Kakkonen, Niko Myller, Patrik Scheinin, Erkki Sutinen, Jari Timonen

Introduction

In this paper, we use the term academic text to refer to any free text composed in an academic 
setting, covering the whole spectrum from first year students’ reviews of available scientific texts up 
to a scientist’s struggling, but still fragile text concerning his or her new discoveries. These acade-
mic texts can be processed by various information technologies. We can now outline the landscape 
of applying technologies for assessing academic texts as a cube (see Figure 1) where a particular 
application can be identified as its position indicated by the three dimensions of the purpose of as-
sessment, the kind of feedback, and the type of contribution.

Figure 1 Dimensions of the analysis of scientific texts.

As illustrated in the Figure 1, a particular academic text can be assessed at different stages of 
its compilation process, the two extremes being the very beginning and after the process. Although 
the dimension is continuous, we can identify the main purpose of assessment at its two ends as 
formative and summative. Formative assessment aims at supporting the writing process, whereas 
summative assessment gives feedback after the process has ended. Feedback can be primarily 
quantitative (scoring, grading, marking, profiling) or qualitative (descriptive), but combinations are 
also possible. The type of an individual text’s contribution varies from a summary up to an indepen-
dent scientific text.

To give an example of the idea of using the categorization just introduced, let’s consider a student’s 
essay that needs to be assessed in an examination. The purpose of the assessment is summative, 
feedback quantitative, and writer’s own contribution is considered to be quite limited. Second examp-
le is a scientist’s original paper that needs to be analyzed as a part of her departmental evaluation. 
Purpose of the evaluation is summative, feedback between quantitative and qualitative, and contri-
bution highly original.

The trend is to move from summative, quantitative assessments towards formative qualitative 
ones. While the categorization introduced above describes the opportunities of applying technolo-
gies to text assessment or the what-map, we still need another scheme for analyzing the available 
technologies, i.e., the how-map.
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Methods for analyzing scientific texts can be divided into comparison-based methods and ones 
that rely on analyzing the texts not by comparing them to some source, but more to analyze their 
properties like structure, cohesion, and use of words. While methods based on text comparison are 
feasible for quantitative evaluation, like assigning scores to student’s writings, they are less suitable 
for other types of analyses. Methods such as discourse structure analysis, on the other hand, are 
more suitable for giving detailed feedback to writers and for descriptive text analysis, but they can 
also be used to aid the summative and quantitative type of assessment. 

On the other hand, methods can be divided into ones concentrating on surface features, to the 
content, or to the structure of the text. The earliest essay grading systems were solely based surface 
features such as the length of the essay in words, the number of commas and so on. More recent 
and advanced systems have moved into measuring the content and the structure of the texts. In this 
paper, we will consider the two latter types of methods.

Text visualization is one of the available methods for text assessment (Card et al. 1999). It is pri-
marily useful for illustrating the structural features of a text, such as in indicating the different types 
of texts (descriptive, argumentative etc.) with colors. It can also represent the whole text as nodes, 
with edges in between for internal dependencies. 

Comparing the what-map with the how-map reveals that there is no one-to-one relationship bet-
ween the challenges and the methods, but a particular technique can be applied to instances at 
several different positions in the cube.

In this paper, we discuss possibilities offered by current information retrieval (IR), natural langu-
age processing (NLP) and machine learning (ML) methods to analyses of academic texts. In chapter 
2 we describe our essay grading system based on comparison between the course materials and 
essays and discuss some research results on other similar types of approaches. Chapter 3 discus-
ses the possibilities of using statistical and discourse analysis methods for more fine-grained text 
analysis, supporting automated feedback and other semi-automatic assessment features. Finally, in 
chapter 4, we discuss the findings and outline some future opportunities.

Automated essay grading

Automated grading using Latent Semantic Analysis

AEA (Automaattinen esseiden arvioija) developed at the University of Joensuu is a computer 
based application which can assess essay answers written in the Finnish language (Kakkonen & 
Sutinen, 2004). AEA is based on an IR method called Latent Semantic Analysis (LSA). LSA is an 
implementation which models human knowledge representations into a computer. It searches for 
conceptual similarities of words and passages (Foltz, Laham & Landauer 1999). Discovery of the 
content similarity between two documents is one of the strengths of this method. One interesting 
feature of LSA is the ability to recognize similarities between two documents although they contain 
only few words which are exactly the same in both documents (Deerwester et al. 1990). 

LSA has been developed since the beginning of the 1990’s. Laham, Landauer and Kintsch are 
researchers that developed LSA and have later applied it to automatic essay grading for essays 
written in English. They have developed an Intelligent Essay Assessor (IEA) which is based on LSA 
(Foltz, Laham & Landauer 1999). IEA’s performance has been tested with diverse materials, varied 
from psychology and history to biology based essay answers and book material (Foltz, Laham & 
Landauer 1999). One of the IEA’s test materials consisted of 1205 essays from 12 different topics 
(Foltz, Laham & Landauer 1999). In that research, they compared the correlation between the gra-
des given by two trained human graders to the grades given by their LSA based application. The 
main result of that research was that the correlation between two human graders was 0.707 and 
between human grader and LSA almost the same (0.701). Figure 2 also shows the main result of 
the research by Foltz, Laham & Landauer (1999). In our research at the University of Joensuu, the 
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correlation between a human grader and the grade given by LSA based AEA reached 0.8 (Kakko-
nen & Sutinen, 2004). This research result indicates that AEA produces similar grades compared to 
human graders.

Figure 2 Correlation between two human grader versus the correlation between grade given by 
human and LSA (Foltz, Laham & Landauer 1999).

Automated selection of LSA dimensionality

LSA processes a large corpus of text (in this case essays and text book materials). After proces-
sing LSA creates a representation of sentences and paragraphs which are taken from the original 
corpus. This representation, called “semantic space”, is very high dimensional (e.g. 50-1500). Redu-
cing the dimensionality is very important stage which transforms the surface information into deeper 
abstraction. Dimensionality can also be described as the number of parameters by which the original 
corpus is described. The idea of the dimension reduction step is to find small but still large-enough 
number of dimensions which produces good approximations compared to the human cognitive rela-
tions and models. (Landauer et al., 1998)

In addition to dimension reduction step, there are also other weaknesses in LSA. First of all, it 
can be only used for an analysis of the contents of the essays and it does not take the word order 
into consideration. Nevertheless, there are a number of research results indicating that passage 
and content meaning can be derived without using word order (Landauer et al., 1997). As described 
before, dimension reduction is one vital stage inside LSA. In automated assessment, it means that 
there is certain number of dimensions in LSA which produces the most accurate grades compared to 
the grades given by a human grader. One problem is how to find this dimension. As a solution for the 
problem, a training phase is implemented in AEA. Before the actual grading process, the AEA sys-
tem must be trained with essays graded by human graders. We applied different machine learning 
methods to implement the training phase. These data validation methods are k-fold cross-validation, 
holdout and bootstrap (Witten & Frank, 2000). Descriptions of the k-fold cross-validation and holdout 
can be found from (Witten & Frank, 2000) and bootstrap is best described by (Efron & Tibshirani, 
1993). Following three paragraphs describes shortly these three methods and their implementation 
in AEA. Figure 3 illustrates the general principle of dimension selection with the data validation met-
hod as a part of the process.
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Figure 3 UML state diagram from dimension selection phase inside AEA.

Holdout method implemented into AEA divides the training essays to separate training and tes-
ting sets. Training set contains 2/3 of the total amount of training essays and the rest 1/3 is placed 
to test set. The sets can also be stratified, meaning that the same proportion of essays is placed 
on each grade category on the training and testing sets, as there was in the original set of training 
essays. After the division, the grade limits for each grade category are computed. Once the grade 
categories are defined, AEA gives the grades to the essays in test set as described in Kakkonen & 
Sutinen (2004). Because all the training essays contained human grades, the grades given by the 
system and the human grader can be compared. This is done by calculating the Spearman corre-
lation. Because the original problem was, what dimension to use, this division and grading process 
must be repeat by using different LSA dimensions. As a result, we have Spearman correlation for 
each LSA-dimension. We select and use in the actual grading the LSA dimension, which gave the 
highest Spearman correlation.

K-fold cross-validation randomly splits the training essays into k essay sets of same size. Division 
can also be stratified which means that the resulting k essay sets contain as many essays from dif-
ferent grade categories as the whole training essay set. When we have k separate essay sets, AEA 
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goes through them using one of the sets a testing set and remaining k-1 sets as training set. Figure 
4 illustrates the essay division of 3-fold cross-validation. Otherwise the training phase goes like in 
Holdout method described in the above paragraph and in the Figure 3.

Figure 4 Different division of 3-fold cross-validation into training and testing sets. 

Bootstrap is a method for statistical analysis which is based on experimental data (Efron & Tibshi-
rani 1993). In AEA, the data consists of graded training essays. Main difference between the cross-
validation based methods and Bootstrap is that the Bootstrap uses replacement. It means that one 
element (in this case essay) already selected into Bootstrap training set, can be selected again. In 
cross-validation based methods (such as k-fold cross-validation and holdout), same essay can only 
occur once in a training set. Bootstrap creates a training essay set by using replacement. If size of 
all the training essays is n, the bootstrap draws randomly out n essays. Those essays in the original 
essay set which were not selected are used for testing. After creating Bootstrap training and testing 
samples training phase in AEA goes like in figure 3.

As described in figure 3 and above, the machine learning methods extracts the best LSA dimen-
sion based on the training essays and course materials, e.g. passages from the course textbooks. It 
can be said that the machine learning methods train AEA to use the best dimension by using human 
graded essays. After the dimension search, the essays without human grade can be assessed. 
Currently, dimension research is in progress and the results will appear later. As a summary we can 
present the research goals for this ongoing research as follows.

• Is it possible to search the model (dimension) needed by LSA automatically when applying it 
to automatic essay assessment?

• What is the accuracy between the optimal dimension and the dimension found in training pha-
se when comparing the human and system grades together?

• What are the accuracies of different data validation methods?

Text analysis-based methods

In addition to currently ongoing research on the selection of dimensionality, there are also other 
challenging research issues related to the essay assessment system. Semi-automatic assessment 
features alongside AEA are the next research step to be taken. They mean different kind of feedback 
features added to AEA application. Together with grade the feedback enables not only the students 
but also teachers go towards constructive learning process (Kakkonen, Myller & Sutinen 2004). Au-
tomatic feedback and summary generation from the essay given to the students as well as analysis 
of the structure, coherence and cohesion of the essay text as a help for a teacher’s grading process, 
are examples of the future planning. More detailed description of the semi-automatic features can be 
found from Kakkonen, Myller & Sutinen (2004). In the rest of the chapter, we introduce some current 
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methods and ongoing research that could be applied for analysis for texts of higher scientific cont-
ribution as well as for giving qualitative feedback, but that also can be applied to aid essay scoring 
and other quantitative type of evaluation.

Cohesion identification

Text is cohesive when it is continuous and the transitions between different sentences or para-
graphs are smooth. This means that sentences share some amount of semantic similarity and the 
paragraphs are linked together. If text is cohesive it is not necessarily coherent. Coherence means 
that the adjacent sentences or paragraphs are logically related to each other. This is harder to be 
detected automatically. For example, next sentences, “Jack is tall. He is happy.”, are cohesive but 
not coherent, because even though they share the same subject, the relationship between the sen-
tences is not logical. However, if the first sentence is changed to, “Jack got a job”, the sentences are 
both cohesive and coherent.

The cohesion and coherence of the text are important measures of the writing style (Shermis et 
al. 2001). Foltz, Kitsch and Landauer (1998) used LSA to determine the cohesion between two adja-
cent sentences or paragraphs. This could be applied as a simple measure of cohesion because LSA 
measures how much the compared two sentences or paragraphs have in common at the semantic 
level. This means that if a text is cohesive two adjacent sentences or paragraphs share something 
in common in semantic level and thus LSA should be able to identify them as similar. In the case of 
abrupt shift in a topic the cohesion is not retained and the semantic structure changes and LSA will 
identify that with no correlation between paragraphs. This will also indicate some of the coherence 
problems but some of the cases cannot be detected automatically and human intervention is nee-
ded. 

Word Co-occurrences

When comparing texts from different disciplines, it is also meaningful to look for words that have 
similar or different meanings between disciplines. Computers cannot automatically determine the 
meanings of the words in the context but there are ways that can give some information about the 
senses of the words. For example, word sense is manifested in different texts by the co-occurring 
words. If we have large corpus of text from the different disciplines, we can compute the word co-
occurrences and have a distribution of distinct words co-occurring with it (Lee 2001). These distri-
butions can be compared across the disciplines and this can give insights into how the meaning of 
the words is similar or different between the disciplines. Similar technique has been used in word 
sense disambiguation. Other possibility is to find words which have high distributional similarity insi-
de the texts of the disciplines and then compare these groups of words to each other.

Analyzing Discourse Structure

A possible method to be used for examining scientific papers is that of discourse structure analy-
sis (Allen, 1995). Discourse analysis here refers to study of the organization of written texts in larger 
units, above the sentence and clause levels. A discourse can be divided into segments, pieces of 
discourse in which the sentences are addressing the same topic, thus displaying coherence. Two 
main problems can be identified from the analysis. First, the sentences within the sequence must be 
analyzed with some method and second, the relationships between the segments must be identified. 
A certain type of phrases and words, called cue phrases, can be used for finding topic changes in a 
discourse. Cue phrases can be divided into two classes: the other is used for finding semantic rela-
tionships and the other for detecting discourse structure without identifying a semantic relationship. 
For example, words such as ‘anyway’, ‘by the way’, and ‘first’ can be used as structure cue phrases, 
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and sentence connectives such as ‘because’, ‘but’, and ‘however’ can be applied for detecting se-
mantic relations. 

Burstein & Marcu et al. (2000 & 2001) have applied analysis of discourse structure in educational 
context by a system that identifies a thesis statement, the sentence that previews the main idea of 
the essay, and the connections between the thesis statement and the main points of the essay. The 
system uses a set of essays in which the thesis statement has manually been marked and applies a 
Bayesian classifier to automatically detect the thesis statements based on the training. The identifi-
cation is based on the position of the sentences in the essays, words commonly used in thesis state-
ments, and most interestingly on our perspective, on Rhetorical Structure Theory (RST) parses.

RST was originally developed by Mann & Thompson (1988) in the 1980’s. Mann & Thompson 
did not introduce an algorithm for automatic construction of RS-trees. Such a method was later de-
veloped by Marcu (1997). The theory models aspects of the organization of natural text, and aims 
to identifying the relations between the parts of the text. Figure 5 shows an example of Rhetorical 
Structure tree (Burstein et al. 2001). As shown in the figure, the text is first divided into text spans. 
The relationships between the spans are represented as a tree structure, with the text spans as the 
leaf nodes. The spans are classified as Nucleus, the most important part of the sentences or as Sa-
tellites with less importance. The identification of text spans is based on cue phrases.

Figure 5 Example of RST tree (Marcu, 1997).
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Conclusion

Automated essay scoring systems have produced good results, not only when applied to essays 
written in English but also the Finnish ones. LSA is one feasible method for such analysis. AEA 
system developed at the University of Joensuu is a combination of automated essay scoring and 
research work over a decade behind the LSA. Some issues, including the automated selection of 
dimensionality discussed in this paper, have to be solved. Our approach towards a solution is to 
apply some existing machine learning methods. Research results in near future will show how well 
the dimensionality can be found automatically.

Coherence and cohesion measures can be used to analyze diverse types of texts. These me-
asures tell about the authors’ ability to retain smooth transitions in the text and stay in the subject. 
Moreover, it has been shown that the automatic assessment of the essays became more accurate 
when cohesion measures were added. Word co-occurrences can be used to get some intuition how 
words are similar or different inside one discipline. This technique has been used to find semantically 
similar words in large corpora. Problem with this technique is that one word can appear in different 
senses inside the corpus and thus the material should be first annotated with the senses. 

Research on discourse analysis has shown that indeed differences in different types on discourse 
can be identified. An interesting extension of this work would be to apply such an analysis to identify 
differences in the structure of scientific papers from different disciplines and to distinguish differen-
ces in structures between texts classified by humans as of high or low quality. Concerning applying 
the discourse analysis to texts written in Finnish, a list of cue words should be defined first.
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