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Abstract
We have recently proposed a universal acoustic characterisa-
tion to foreign accent recognition, in which any spoken foreign
accent was described in terms of a common set of fundamen-
tal speech attributes. Although experimental evidence demon-
strated the feasibility of our approach, we belive that speech at-
tributes, namely manner and place of articulation, can be better
modelled by a deep neural network. In this work, we propose
the use of deep neural network trained on telephone bandwidth
material from different languages to improve the proposed uni-
versal acoustic characterisation. We demonstrate that deeper
neural architectures enhance the attribute classification accu-
racy. Furthermore, we show that improvements in attribute clas-
sification carry over to foreign accent recognition by producing
a 21% relative improvement over previous baseline on spoken
Finnish, and a 5.8% relative improvement on spoken English.
Index Terms: Deep neural networks, data-driven speech at-
tributes, manner of articulation, place of articulation, i-Vector,
foreign accent recognition

1. Introduction
In automatic foreign accent recognition the mother tongue (L1)
of non-native speakers has to be recognised given a spoken
segment in a second language (L2) [1]. We may think of L1
recognition as a language recognition task [2], where L1 is the
target language to be recognised. However, language recogni-
tion techniques based on n-gram phoneme statistics are not di-
rectly usable, as the collected phoneme statistics would match
the L2 language. In our previous work [3], we advocated the
use of speech attributes, namely manner and place of articula-
tion, to universally characterise all language and accents, and
experimental evidence proved their effectiveness in foreign ac-
cent recognition. Foreign accent variation is a nuisance factor
that negatively affects automatic speech, speaker and language
recognition systems [4, 5]. Most of the speech technology sys-
tems have been tailored to native speech, but those systems
rarely work well on non-native or accented speech, such as the
automatic speech recognition (ASR) [6, 7].

The most direct way to overcome the problem of non-native
speech is to train separate statistical models for each L1-L2 pair.
But by using the accent universal units, we would be able to
compensate against the L1 nuisance effects. Similarly, such
units can be used in foreign accent conversion [8] with the idea
of reducing the perceptual effect of accentedness. In [8], the
accent universal units were articulatory gestures, namely man-
ner and place of articulation recorded using the electromagnetic

articulography (EMA). Accent conversion is achieved by ob-
taining parallel audio and EMA recordings from the L1 and
L2 targets. Being limited to EMA recordings to obtain artic-
ulatory gesture scores is by its vary nature practically very re-
stricted. The automatic speech attribute transcription (ASAT)
framework [9], is bottom-up detection-based framework, where
speech attributes are extracted using data-driven machine. We
were able to successfully use these detector scores in foreign
accent recognition [3], and regional dialect recognition [10]
by modeling the stream of detector scores using the i-Vector
methodology [11]. In contrast to phonotactic language recog-
nition systems, the i-Vector based method defers all decisions
until the final accent recognition is made. Experimental re-
sults demonstrated the effectiveness of our i-Vector modelling
of attributes, and a significant system performance improve-
ment over conventional spectrum-based techniques was demon-
strated on the Finnish national foreign language certificate cor-
pus. Nonetheless, we also observed that some speech attributes
were not properly modelled by the shallow neural networks
(SNN), employing a single-hidden non-linear layer. In fact, the
baseline speech attribute front-end exhibit a large error rate vari-
ance [12].

We believe that accent recognition accuracy can be greatly
enhanced if more powerful data-driven learning systems replace
shallow networks for speech attribute modelling. Deep neu-
ral networks (DNNs), e.g., [13], have been successfully ap-
plied across a range of different speech processing tasks in re-
cent years, such as conversational-style speech recognition, e.g.,
[14], noise robust applications [15], multi- and cross-lingual
learning techniques, e.g., [16]. Inspired by the success of those
applications, we want to explore the use of DNNs to extract
manner and place of articulation attributes to be used in auto-
matic accent recognition systems. DNNs are chosen because
they (i) can be easily trained on high dimensional features, (ii)
have the potential to learn more efficient and effectively non-
linear feature mappings, and (iii) may better capture the com-
plex relationships among speech attributes. Two speech at-
tribute classifiers for manner and place of articulation, respec-
tively, are built using DNNs trained on telephone bandwidth
speech material from the six different languages in the OGI
Multi-language Telephone Speech corpus [17]. We show that
improved attribute modeling positively affects foreign accent
recognition performance, and we observed an relative perfor-
mance improvement over our previous results of 21% and 5.8%
on the Finnish and English as second language task, respec-
tively.
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Figure 1: Block diagram of the proposed system. The DNN
based attribute detector outputs one feature vector per input
frame. We use i-Vector approach with cosine scoring to clas-
sify target accents.

2. Foreign Accent Recognition System
Figure 1 shows the proposed foreign accent recognition system.
The front-end consists of DNN based classifier that generates
either manner or place of articulation posterior probabilities. Fi-
nally, the sequence of features of a one utterance is compressed
into one i-Vector as representative of that utterance.

2.1. Speech attribute extraction

Manner of articulation classes, namely, glide, fricative, nasal,
stop, and vowel, and place of articulation classes, namely
coronal, dental, glottal, high, labial, low, mid, palatal, and
velar, are the speech attributes used in this work. Speech at-
tributes can be obtained for a particular language and shared
across many different languages, and they can thereby be used
to derive a universal set of speech units. Furthermore, data-
sharing across languages at the attribute level is naturally facil-
itated by the nature of these classes as shown in [18]. In [19],
the authors have demonstrated that manner and place of artic-
ulation attributes can compactly characterise any spoken lan-
guage along the same lines as in the ASAT paradigm for ASR
[9]. Furthermore, it was shown that off-the-shelf data-driven at-
tribute detectors built to address automatic language identifica-
tion tasks [18] can be employed without either acoustic adap-
tation or re-training for characterising speaker accents never
observed before [3]. In [3], attribute detectors were built us-
ing shallow neural networks, namely single-hidden layer, feed-
forward neural networks. Here we want to test deeper architec-
tures.

In DNNs, hidden layers are usually constructed by sigmoid
units, and the output layer is a softmax layer. The values of the
nodes can therefore be expressed as:

xi =

{
W1ot + b1, i = 1

Wiy
i−1 + bi, i > 1

, (1)

yi =

{
sigmoid(xi), i < L

softmax(xi), i = L
, (2)

where W1, and Wi are the weight matrices, b1, and bi are the
bias vectors, ot is the input frame at time t, L is the total num-
ber of the hidden layers, and both sigmoid and softmax func-
tions are element-wise operations. The vector xi corresponds
to pre-nonlinearity activations, and yi and yL are the vectors of
neuron outputs at the ith hidden layer and the output layer, re-
spectively. The softmax outputs were considered as an estimate
of either manner, or place posterior probability according to the

set of attributes that we want to model:

p(Cj |ot) = yL
t (j) =

exp(xL
t (j))∑

i

exp(xL
t (i))

, (3)

where Cj represents the jth manner (or place) and yL(j) is the
jth element of yL. The DNN is trained by maximizing the log
posterior probability over the training frames. This is equivalent
to minimizing the cross-entropy objective function. Let X be
the whole training set, which contains T frames, i.e. o1:T ∈ X ,
then the loss with respect to X is given by

L1:T = −
T∑

t=1

J∑
j=1

p̃t(j) log p(Cj |ot), (4)

where p(Cj |ot) is defined in Eq. (3); p̃t is the target proba-
bility of frame t. In real practices of DNN systems, the target
probability p̃t is often obtained by a forced alignment with an
existing system resulting in only the target entry that is equal to
1. Mini-batch stochastic gradient descent (SGD) [20] was used
to update all neural parameters during training. Pre-training was
performed to initialise DNN parameters [21].

2.2. i-Vector Modeling

The idea behind i-Vector model is that the feature vectors
{x1, . . . ,xN}, where N is the number of speech attribute fea-
ture vectors, can be compressed into a fixed length vector. All
variability, such as accent speaker and channel, are retained in
that representation of an utterance. For that reason, i-Vector
model is also called total variability modeling [11]. It stems
from the idea that feature stream can be modeled by Gaus-
sian mixture model (GMM) that is adapted by relevance maxi-
mum a posteriori (MAP) from the universal background model
(UBM). Then stacking the adapted GMM mean vectors creates
a fixed length representation of the utterance. But the dimen-
sionality of the GMM supervector space is very high, easily
more than 100000. In the i-Vector model, the utterance depen-
dent supervector M is defined to be [11]:

M = m + Tw + ε, (5)

where m is the utterance independent mean vector, copied from
the UBM by stacking the mean vectors, T is a rectangular low
rank matrix and the latent vector w is distributed according to
N (0, I), the T represents the captured variabilities in the super-
vector space and ε captures the residual variability. The residual
is distributed ε ∼ N (0,Σ), where Σ is copied directly from
the GMM. The T-matrix is estimated from the held-out corpus,
typically same as the where UBM is estimated from, via an ex-
pectatiom maximization (EM) algorithm [22]. The idea of the
algorithm is that we infer w, which is the posterior mean, for
each training utterance given an estimate of T-matrix and then
estimate new T-matrix and so on. The estimation is very CPU
intensive, so typically only few, for example five, iterations is
used in practice.

2.3. Inter-session Variability Compensation

As the extracted i-Vector contain both within- and between ac-
cents variation, we use dimensionality reduction technique to
project the i-Vectors onto a space to minimize the within-accent
and maximize the between-accent variation. To perform dimen-
sionality reduction, we used heteroscedastic linear discriminant
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Table 1: Manner of articulation accuracies on DNN with one
hidden layer and six hidden layers on OGI-TS corpus.

Attribute 1 layer 6 layers
fricative 69.2 72.0
glide 27.6 30.0
nasal 75.3 76.8
silence 92.5 92.3
stop 72.3 75.4
vowel 91.4 91.6
Total 79.2 80.1

Table 2: Place of articulation accuracies on DNN with one hid-
den layer and six hidden layers on OGI-TS corpus.

Attribute 1 layer 6 layers
coronal 55.0 57.7
dental 27.7 32.5
glottal 39.1 43.3
high 54.0 56.5
labial 53.3 56.4
low 66.0 68.5
mid 61.6 62.3
palatal 42.3 45.6
silence 93.8 93.4
velar 49.4 56.2
Total 61.8 63.7

analysis (HLDA) [23], as it allows to use higher output dimen-
sionality than then number of classes. HLDA is considered as
an extension of linear discriminant analysis (LDA). In this tech-
nique, i-Vector of dimension n is projected into a p-dimensional
feature space with p < n, using HLDA transformation matrix
denoted by A. The matrix A is estimated by an efficient row-
by-row iteration with EM algorithm as represented in [24].

Followed by HLDA, within-class covariance normaliza-
tion (WCCN) is then used to further compensate for unwanted
intra-class variations in the total variability space [25]. The
WCCN transformation matrix, B, is trained using the HLDA-
projected i-Vectors obtained by Cholesky decomposition of
BB> = Λ−1, where a within-class covariance matrix, Λ, is
computed using,

Λ =
1

L

L∑
a=1

1

N

N∑
i=1

(wa
i −wa)(w

a
i −wa)

>, (6)

where wa is the mean i-Vector for each target accent a, L is
the number of target accents and N is the number of training
utterances in target accent a. The HLDA-WCCN inter-session
variability compensated i-Vector, ŵ, is calculated as,

ŵ = B>A>w. (7)

2.4. Scoring Against Accent Models

We use cosine scoring to measure similarity of two i-Vectors
[11]. The cosine score, t, between the inter-session variability
compensated test i-Vector, ŵtest, and target i-Vector, ŵtarget,
is computed as the dot product between them,

t =
ŵ>test ŵtarget

‖ŵtest‖ ‖ŵtarget‖
, (8)

where ŵtarget is the average i-Vector over all the training utter-
ances of the target accent,

ŵtarget =
1

N

N∑
i=1

ŵi, (9)

Table 3: Summary of corpora statistics.
Corpus # accents # speakers # utterances
Finnish 8 415 1146
English 7 511 1262

Table 4: Baseline and attribute results in terms of EERavg and
Cavg in the FSD corpus.
Feature (dimension) Classifier EERavg(%) Cavg × 100
SDC+MFCC (56) GMM-UBM 19.03 10.5
SDC+MFCC (56) i-Vector 12.60 6.85
SNN Place (27) i-Vector 10.37 6.00
DNN Place (11) i-Vector 9.33 5.88

SNN Manner (18) i-Vector 9.21 5.80
DNN Manner (7) i-Vector 7.26 5.52

where ŵi is the inter-session variability compensated i-Vector
of training utterance i in the target accent.

Obtaining scores {ta, a = 1, . . . , L} for a particular test
utterance of accent a, compared against all the L target accent
models, scores are further post-processed as,

t′a = log
exp(ta)

1
L−1

∑
k 6=a exp(tk)

, (10)

where t′a is the detection log-likelihood ratio, for a particular
test utterance of accent a, scored against all the L target accent
models.

3. Speech attribute detection
The front-end shown in Figure 1 is built using two independent
DNNs having six hidden layers and 1024 hidden nodes. The
input feature vector is a 45-dimension mean-normalized log-
filter bank feature with up to second-order derivatives and a con-
text window of 11 frames, forming a vector of 495-dimension
(45 × 11) input. The number of output classes is equal to 6
for manner, and 10 for place. In addition, a further output class
is added to both DNNs to handle possible unlabelled frames.
The DNN was trained with an initial learning rate of 0.008
using the cross-entropy objective function. It was initialised
with the stacked restricted Boltzmann machines (RBM) by us-
ing layer by layer generative pre-training. An initial learning
rate of 0.01 was then used to train the Gaussian-Bernoulli RBM
and a learning rate of 0.4 was applied to the Bernoulli-Bernoulli
RBMs. This DNN architecture follows conventional config-
urations used in the speech community, and it was not opti-
mised for the corpora and task at hand. The “stories” part of
the OGI Multi-language telephone speech corpus [17] was used
to train the attribute detectors. This corpus has phonetic tran-
scriptions for six languages: English, German, Hindi, Japanese,
Mandarin, and Spanish. Data from each language were pooled
together to obtain 5.57 hours of training and 0.52 hours of vali-
dation data.

In Tables 1 and 2, we report manner and place of articula-
tion accuracies for each specific attribute using either one or six
hidden layers. Classification accuracies increased consistently
for all attributes except silence when moving from one to six
hidden layers, as we expected. It should be noted that although
silence classification accuracy does not increase, it is already
above 90%. Glide and dental are instead still very hard to de-
tect, and even with 6 hidden layers an accuracy of only 30% can
be attained.
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Table 5: Comparison between per language results in the man-
ner and DNN manner systems. Results are reported in terms of
EER (%) on the NIST 2008 corpus.

Accent SNN Manner DNN Manner
Cantonese 17.68 13.50

Hindi 15.75 13.15
Vietnamese 15.44 12.22

Russian 13.16 10.00
Korean 12.54 11.97

Japanese 11.75 10.76
Thai 11.70 9.31

Total (average) 14.00 11.55

Table 6: English results in terms of EERavg(%) and Cavg on
the NIST 2008 SRE task.

Feature (dimension) Classifier EERavg(%) Cavg × 100
SDC+MFCC (56) GMM-UBM 16.94 9.00
SDC+MFCC (56) i-Vector 13.82 7.87
SNN Place (27) i-Vector 12.00 7.27
DNN Place (11) i-Vector 11.11 7.00

SNN Manner (18) i-Vector 11.09 6.70
DNN Manner (7) i-Vector 10.45 6.50

4. Foreign accent recognition
To better appreciate experimental results reported in this paper,
we compared our attribute-based systems against two spectral-
based accent recognition systems based on SDC and MFCC fea-
ture vectors, respectively, which have proven to give best per-
formance in foreign accent recognition tasks [26]. Accent clas-
sifiers in these two systems were built using either GMM-UBM
[27] or i-Vector approach. According to [26], the UBM size
was set to 512, i-Vector dimension to 1000 and HLDA output
dimension to 180. The UBM and T-matrix were estimated from
the same held-out set, not used in either training or testing the
foreign accent models. In the following experiments, Finnish
and English play the role of being the second language, respec-
tively. Finnish experiments are carried out using the Finnish
language proficiency test (FSD) (see [26] for details). English
experiments are performed using a subset of NIST SRE 2008
corpus. In our experiments, we selected the test utterances from
the original 10sec NIST SER 2008 cuts in order to keep the test
setup inline with the standard language and accent recognition
test. Statistics for the two corpora are given in Table 3.

Table 4 shows foreign accent recognition results on the
Finnish corpus. The first two rows indicate that the i-Vector
system outperforms the baseline GMM-UBM system when the
same input features are used, which is inline with findings in
[28, 29]. Replacing the spectral SDC+MFCC features with the
attribute features, results indicate that manner and place systems
outperform the SDC+MFCC-based i-Vector system by 27% and
18% relative improvements, in terms of EERavg, respectively.
In particular, the best performance is achieved using DNN man-
ner within the i-Vector approach, yielding a EERavg of 7.26%,
which represents relative improvements of 21% over the shal-
low neural network (SNN) manner based accent recognition
system. Similarly, in Table 6, we see same experimental setup
but with the English corpus. We can again observe an improve-
ment in English foreign accent recognition task using DNNs.

Above results indicate the effectiveness of the DNN at-
tribute features over spectral SDC+MFCC and attribute fea-
tures. Next, we compare the language-wise results achieved

Table 7: Comparison between per language results in the man-
ner and DNN manner systems. Results are reported in terms of
EER (%) on the FSD corpus.

Accent SNN Manner DNN Manner
English 16.03 12.58
Estonian 15.44 13.18
Russian 14.21 13.03
Kurdish 14.00 13.67
Arabic 13.15 10.00

Albanian 12.32 10.11
Spanish 11.74 8.82
Turkish 10.41 9.00

Total (average) 13.37 11.29

by shallow and deep architecture for the manner case for the
both the Finnish and the English task. We compensate against
the lack of data, by performing a leave-one-speaker-out (LOSO)
evaluation. More details of the experimental setup can be found
in [28]. Table 7 shows per accent results in the Finnish cor-
pus. We notice that the DNN modeling systematically improves
per accent detection error rate. We also note that the difficulty
of detection is now more clearly revealed to consist of three
groups easiest being {Turkish, Spanish}, medium difficulty be-
ing {Albanian, Arabic} and the most difficult being {English,
Russian, Estonian, Kurdish}. Table 5 shows per-accent recog-
nition accuracy on the English task. In both Manner and DNN
manner systems, Cantonese attains the lowest recognition accu-
racy with EER of 17.68% and 13.50%, respectively; and the
easiest accent is Thai with EER of 11.70% and 9.31%, respec-
tively, in both systems. We note that Russian is the only com-
mon accent in both Finnish and English experiments, residing
in a medium difficulty group in both experiments.

5. Summary
In this paper, we have investigated into the use of deep architec-
tures to improve accent recognition performances. In particular,
we have designed two deep neural networks having six hidden
layers with 1024 nodes per each for modelling speech attributes,
namely manner and place of articulation. Experimental results
have demonstrated that not only the effectiveness of DNNs for
attribute classification, but also that deep neural modelling is
useful in foreign accent recognition tasks. Specifically, an ac-
cent recognition performance improvement of 21% and 5.8%
has been observed by moving from shallow to deep architecture
for the Finnish and English task, respectively. We intend to ex-
pand further this line of research by exploiting multi-task learn-
ing approach at the front-end level in Figure 1, and evaluating
other neural architectures, such as convolutional and recurrent
deep neural networks.
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